Unit 2

Unit 2
Fundamental Concepts of Digital Transmission

Unit Objectives

After completion of this unit you will be able to identify and describe the following concepts:
Multiplexing and time-slot interchange techniques

Timing and synchronization terms and concepts

The relationship between bit rate, baud rate and bandwidth of a channel

Different types of line codes and their uses

Basic modulation concepts and techniques

L L

2-1  Multiplexing Techniques

Multiplexing is a technique that combines many channels (or users) together for transport over
the same medium (coaxial cable, twisted pair or optical fiber) without interfering with each
other. In order for the individual channels not to interfere with each other and be recovered (de-
multiplexed) at the receiving end, something about each channel must be distinctive. The two
most common multiplexing techniques in use are Frequency Division Multiplexing (FDM) and
Time Division Multiplexing (TDM).

2-1.2  Frequency Division Multiplexing

As the name implies, FDM assigns channels to individual carrier Jrequencies for transport over a
single medium. FDM is an analog multiplexing technique requiring that each channel be
modulated (discussed in section 5 of this unit) on the assigned carrier. Refer to Figure 2.1,
showing four FDM channels on a Frequency/Time plot. If we look at the individual channels
being frequency division multiplexed we see that they are all travelling over the medium at the
same time, but on different carrier frequencies (CXR 1 through CXR 4).
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Figure 2.1  Frequency/Time Plot of FDM
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A good example of FDM is cable television. The cable that is connected to your television
carries many signals (channels) from the cable service provider. In cable TV each channel is
assigned a different carrier frequency. These signals travel together over the single medium
(cable)—and can be separated at the receiver by your television tuner—because they are

Frequency Division Multiplexed together.

The FDM process is illustrated in Figure 2.2. Notice that the carrier is on, even when there is no
information to be sent over the users assigned channel.

L Each user’s information is input to the multiplexer on individual ports
The FDM multiplexer assigns each input port to a specific carrier and modulates
the carrier with the information (modulation is address in section 5)

A The carriers are now sent over the single medium to the receiving end
4. The individual carriers are demodulated and sent to appropriate user ports
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2-1.3 Ti

me Division Multiplexing

In the case of FDM we see that the bandwidth of the medium is broken into many individual
carriers. In Time Division Multiplexing the bandwidth is provided to each user in turn for sort
periods of time. Unlike FDM, which is an analog multiplexing technique, TDM is a digital
multiplexing technique. TDM combines individual ports into time slots in an aggregate data
stream. Refer to Figure 2.3, showing four TDM channels on a Frequency /Time plot. Notice

how each
repeated i

individual channel is assigned a different time slot (TS 1 through TS 4) that is
n turn.

Since TDM is a digital multiplexing technique it is ideal for transmission of digital data. And
since modern transport systems are digital, TDM is the most common form of multiplexing used
in telecommunications. Examples of TDM are T-carriers and SONET (discussed in detail in

Unit 3).

Frequency

Time
Figure 2.3  Frequency/Time Plot of TDM

The TDM process is illustrated in Figure 2.4. Notice that the time slots assigned to specific ports
will always be present in the data stream even when there is no information to send.

1.

Each user’s information is input to the multiplexer on individual ports
The multiplexer buffers (stores) the information and places it in the appropriate
time slot

3. The individual time slots are sent over the single medium in a repeated manner at
a higher rate that is equivalent to the total port rates plus some overhead
4. The overhead allows the receive side to reassemble the individual time slots into
the user information
Step 1 Step 2 Step 3 Step 4
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Figure2.4  Multiplexing Four Users into Individual Time Slots
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2-1.4 Statistical Time Division Multiplexing (STDM)

Before we move to the next topic area there is one other type of multiplexing technique to be
considered. Statistical Time Division Multiplexing, also referred to as Star-muxing, is similar to
TDM except it does not reserve time slots for traffic. STDM takes advantage of the fact that not
all users are active all of the time. Instead of the aggregate port speeds determining the total bit
rate over the medium, the actual amount of traffic generated by users determines the bit rate. As
you can see (compare Fig. 2.4 and Fig. 2.5) STDM uses the medium more efficiently than TDM.

STDM is illustrated in Figure 2.5. Notice that traffic is assigned a slot only when present. One
problem with STDM is if all of the users access simultaneously, the actual data rate of their
information will be reduced as they are buffered and waiting to be sent. Because of this added
delay, STDM is typically used for data traffic and not voice.
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Figure2.5  Statistical Time Division Multiplexing of Four Users

2-1.5 Time Slot Interchange (Digital Cross-Connecting)

The function of a multiplexer is to aggregate traffic for transport over a single medium. Another
common type of equipment used in the transport of digital information is the digital cross-
connect switch (DCS). Its function is to redirect traffic that comes into it by re-mapping a time-
slot from one port to another.

Refer to Figure 2.6. The DCS is a static switching device, which means that it makes switching
decisions based on information placed in a lookup table. Although a DCS is a bi-directional
device, Figure 2.6 illustrates the lookup table for just one direction. The time slots (TS) for a
given source port (S-PORT) are being re-mapped to different time slots on the destination ports
(D-PORT).
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Figure 2.6  Digital Cross-Connect Switch
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2-2  Timing and synchronization

In order for digital information to be properly multiplexed or cross-connected, each bit must be
clocked into and out of the units. In order for the data to be recovered at the receiver, it must be
clocked into the receive equipment at the same rate that it was clocked out of the transmit
equipment. Before we go further, let’s define some terms associated with timing.

v" Synchronous: Same timing
All components in the network share a common reference source. Example: SONET
Networks (discussed in unit 3)

v Asynchronous: Not synchronous (not same timing)
Each component in a network has its own internal clocking reference. The transmit
timing is de-coupled from the receive timing. This is commonly referred to as free-
running. Example: Ethernet (discussed in unit 5)

v’ Plesiochronous: Nearly synchronous (nearly same timing)
Two networks using their own highly stable reference sources and linked together are
plesiochronous with each other. Example: Traffic between MCI and AT&T

When information is clocked into a unit (equipment) the binary level is typically sampled during
a clock transition (change from one level to another). The bit stream is then transported over a
medium to a receiving unit. If the transmit (TX) timing and receive (RX) timing are the same
(synchronized), the bit stream will be recovered. Figure 2.7 shows what happens when the TX
clock and RX clock are independent. As the receive equipment samples the state of the bit
stream on clock transitions (from the positive state to the negative state, in Figure 2.7), over time
the clocked-in bit stream does not represent the information that was sent.
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Figure 2.7  Asynchronous Clocking of Information

When transporting Asynchronous traffic, one way to avoid this problem is to place a training
sequence (know pattern) at the beginning of each frame of information. The training sequence
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lets the receive clock adjust to the rate at which information is being sent. Keeping the
information in short frames allows for recovery of the information before the clocks (TX and
RX) drift apart.

Another technique employed in asynchronous networks, such as T-carrier systems (discussed in
unit 3), is bit stuffing in order to compensate for differences in timing among many sources. Bit
stuffing is performed at the input to a higher level mux by adding bits to each incoming bit
stream, increasing each input rate to a common rate for multiplexing to the next level. The
number of stuffing bits added is based on the difference between the incoming rate and the
common rate. The bits are removed at the de-multiplexing point in order to restore the signal to
the original rate.

2-3  Bit Rate, Baud Rate and Bandwidth

In this section we will consider some of the basic concepts relevant to the transmission of digital
(Is and Os) information. In order to consider the relationship of bit rate, baud rate and bandwidth
we must first define some terms.

v" Bit: An information element, short for Binary Digir
v Bit Rate: The rate of information transmission, measured in bits per second (bps)
v Baud: A signaling element, named after Emille Baudot

v" Baud Rate: The rate of change from one signaling state to another, measured in baud
v" Baseband:  The digital signal in its un-modulated form—a series of varying DC states
representing binary 1s or Os

Bandwidth requires more consideration in order to define its many meanings. In general, itis a
statement of the amount of spectrum required for the transmission of information. The spectrum
required is the frequency range (measured in Hz) necessary to convey the information. An
analog example would be the bandwidth required for voice access to the Public Switched
Telephone Network (PSTN), which is 3100 Hz (3.1 KHz). The highest frequency in this case is
3400 Hz and the lowest is 300 Hz, so the bandwidth for voice access is equal to the highest
frequency minus the lowest or 3400 Hz — 300 Hz = 3100 Hz of bandwidth.

Even digital signals in the form of different DC levels, require a specific amount of bandwidth
(spectrum) to transport the information and recover it at the receiver. The amount of bandwidth
(in Hz) required is mot a function of the bit rate. The amount of bandwidth (in Hz) required for
the transport of digital information is a function of the baud rate.

Important:

The use of the term bandwidth is also commonly used as a statement of the actual bit rate.
An example of this would be a T-3 (discussed in Unit 3). The bit rate of a T-3 is 44.736 Mbps.
It is common to state that the bandwidth of a T-3 is 44.736 Mbps. In order to avoid confusion,
we will only consider the term bandwidth as a function of spectrum and use Hz (Hertz) as the

units of bandwidth.
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2-3.2  The Relationship Between Baud Rate and Bandwidth

In 1928, Harry Nyquist—an engineer at AT& T—wrote a paper regarding the relationship
between the number of current values sent per second (baud rate) and the bandwidth (IN)
required for recovering the information. It was determined that all sinusoidal components
greater than N were "redundant” and that at a rate of 2N current values per second, all
information could be recovered. -

In order to understand what Harry Nyquist determined, it is necessary to take a look at a digital
bit stream. Actually, we must look at a bit stream pattern that generates the greatest number of
transitions between signaling states for the given bit rate. This can be represented by a series of
alternating 1s and Os as shown is Figure 2.8. Notice that we are generating a square wave at a
specific baud rate.

Figure 2.8 Series of Alternating 1s and 0s

The changes of state illustrated by a square wave can be seen as on/off conditions. The
bandwidth required is simply a statement of how fast the transitions between states must occur.
In Figure 2.6 the transitions between signaling states appear to be instantaneous (infinitely small)
and would require infinite bandwidth to reproduce regardless of the bit rate. Obviously, some
finite amount of time is required to go from one state to another. The longer the transition time,
the less bandwidth is required. A transition time between states that is longer than one signaling
state would cause Inter-symbol Interference—not knowing when one state stopped and the next
state began. So, the range of possible transition times is from instantaneous to the duration of
one signaling state. When transporting digital information, we are only interested in the
minimum amount of bandwidth for a given baud rate.

It can be shown that a square wave is composed of a fundamental frequency and its odd
harmonics (multiples of the fundamental). As previously mentioned, Harry Nyquist stated that
all sinusoidal components greater than N were "redundant”. The value N refers to the
fundamental frequency of the square wave.

Let’s take a look at the fundamental sinusoidal component of the square wave (Figure 2.9).
Notice that there are two signaling levels in one Hz. So, according to Harry Nyquist, we can
lose all of the higher frequency components of the binary bit stream and recover the
information with only the fundamental frequency. In other words:

At baseband, the minimum bandwidth required for the recovery of digital
information is a function of ¥ the baud rate of the information or 2 baud/Hz.
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Figure 2.9 Fundamental Component of a Square Wave

Observe the fundamental component of the square wave in Figure 2.9. You will notice that the
transition time from peak-to-peak is equal to one signaling state. This is the transition time
that determines the minimum bandwidth required for the given baud rate. If the bandwidth of
the medium is lower than the fundamental component the signal cannot be recovered.

It is important to note that the bandwidth of a given transport medium—such as twisted-pair
or coax—is a function of the length of the medium. So, the minimum bandwidth available for
the transport of a digital signal over a specific medium is determined primarily by two factors:

1. The maximum distance that the digital signal must travel over a given medium
2. The baud rate of the digital signal.

Exercise 2-1Making a Square Wave
The chart below has a fundamental frequency and its 3™, 5™, and 7 harmonics. Add their values
together, as illustrated, at each vertical line and then connect the dots. You will observe that with
Jjust three odd harmonics a square wave begins to form.

15+33+42=9

—
o

B AT R [
9 ! R - ' t
8 + i
7 /
6 7 1
5 L
4 42 ; 1 | |
3 33 N\ P ﬁl
P !
T i~ . = AN ,: A N |
A A AN I A AN NAR AR
-1 — % + > \\/\// \/,/ / X\I X\ &\ X AW ﬂn
| - ~
2 v o £ 5 £ X\
3 . / /
=, S~ —
-4 - \ :
-5 J‘ === 7
-6 ! : ]
=7 :
| |
-: 1 T |
ey NNEEN N |

30



Unit 2

2-4 Line Codes
All of the discussion about bandwidth, bit rate and baud rate in the last section was necessary in

order to make sense of line codes. There are many types of line codes and each has a specific
application for which it is (or was) the best choice.

When considering transport of digital data, we typically think of representing binary values as
either a plus voltage for a 1 and no veltage for a 0. This type of line code is called Unipolar.
Many logic circuits accept binary information in this form. Unfortunately if the information has
to travel over greater distances than the size of a circuit board, we need a variety of different

ways of representing 1s and Os depending on the characteristics of the medium.

There are several factors that determine the best line code for a given application. In this section

we are only going to consider only the bandwidth required for a given bit rate.

Several common line codes are illustrated in Figure 2.10 below. We will consider each of these
line codes based on how binary 1s and Os are represented, the number of bits/baud and typical

applications.

Line Code| bits/baud| Example

- |
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Figure 2.10 Some Common Line Codes
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2-4.2 Polar NRZ (Non-Return to Zero)

The first line code to consider is Polar NRZ (Figure 2.10—A). A common application for this
type of line code is the RS-232 senal port on a computer. This is a short-range line code and
typically is restricted to up to 50 feet. In the case of RS-232, a binary 1 is represented by a
negative DC voltage greater than —3V; a binary 0 is represented by a positive voltage greater
than +3 volts.

Polar NRZ is a short distance line code. If you look at the right side of the bit stream (all 0s) you
will notice that there is no change of state for a stream of binary 1s or Os. This means that if this
line code is used for synchronous data transport, extra wire pairs must be provided for a
clocking signal in order to maintain synchronization.

You will notice that each signaling element (baud) represents one bit. We can also see that
the fundamental frequency of this line code covers two bit times. We can now make a
statement regarding Polar NRZ.:

Using Polar NRZ, the minimum required bandwidth for a data stream is equal to half of the bit rate.

Using Polar NRZ, a data rate of 19.2 Kbps would require at least 9.6 KHz of bandwidth.

2-4.3 Alternate Mark Inversion (AMI)

The second line code illustrated in Figure 2.10—B is AMI. This line code was developed to
carry a 1.544Mbps (T-1) digital bit stream up to 6000 feet. A binary 1 is represented by a plus or
minus pulse. A binary 1 is represented by alternating plus and minus values: if the last binary
1 was represented by a plus value, the next binary 1 will be represented by a minus value. AMI
represents a binary 0 is with no pulse during the bit duration.

AMI uses the plus and minus pulses for recovering timing information as well as representing
information. The original line code was developed by AT&T to carry digitized voice between
central offices. The way in which voice was digitized always guaranteed that there would be at
least 1 pulse in 15 bits for timing recovery purposes. When carrying data instead of digitized
Vvoice, it is necessary to set 1 out of every 8 bits to a binary 1 in order to provide timing
information. This technique, referred to a Binary 7 Zero Code Suppression, adds extra overhead
and reduces the available data rate of a T-1.

As with Polar NRZ, each signaling element (baud) represents one bit. We can also see that
the fundamental frequency of this line code covers two bit times. We can now make a
statement regarding the bandwidth requirement for AMI:

I Using AMI, the minimum required bandwidth for a data stream is equal to half of the bit rate. ]

Therefore, Alternate Mark Inversion line code at a data rate of 1.544 Mbps would require at
least 768 KHz of bandwidth.
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2-4.4  Bipolar 8 Zero Substitution (B8ZS)

The next line code represented in Figure 2.10—C is B8ZS. As you can see, it looks identical to
AMI except in the case of eight 0s in a row. This line code was designed to eliminate the need
for using Binary 7 Zero Code Suppression when carrying data instead of digital voice.

iijsing B8ZS, the minimum required bandwidth for a data stream is equal to half of the bit rate.

B3ZS line code replaces a group of eight 0s in a row with a unique pattern of Bipolar Violations.
In order to understand what a bipolar violation is you must remember that in AMI the pulses
alternate between plus and minus values to represent binary Is. A bipolar violation is having
pulses occur in the same direction (example: two positive pulses in a row). The pattern of
bipolar violations generated by B8ZS is determined by the direction of the last pulse before the
eight zeros in a row.

If the direction of the last pulse before the eight zeros is negative (as in F igure 2.10—<C) the
inserted pattern will be 000-+0+-. If the direction of the last pulse before the eight zeros is
positive the inserted pattern will be 000+-0+-. The inserted pattern will always have two bipolar
violations. The equipment at the other end of the link will replace this pattern with all 0s.

B8ZS provides what is referred to as clear channel service, meaning that 8 out of 8 bits are
used for information instead of 7 out of 8 as with Binary 7 Zero Code Suppression.

2-4.5 2BIQ (2 Binary, 1 Quaternary)

Refer to Figure 2.10—D. Up until now we have seen that the bit rate and the baud rate of the
line codes are the same. Now we will look at a line code that gives us more bits per baud.
Multi-level line codes like 2B1Q are more bandwidth efficient than many other line codes.
Using 2B1Q, every signaling change represents two bits of information—2 bits per 1
quaternary symbol.

2B1Q uses four values (voltage levels) to represent information. The following table shows the
signal levels used to represent the bit patterns.

Bit Combination  Signal Level (Volts)

10 +2.3
11 +0.9
01 -0.9
00 -2.5

Using 2B1Q, the minimum required bandwidth for a data stream is equal to a quarter of the bit
rate.

Since we get 2 bits per baud, we use the required amount of bandwidth for a given bit rate. You
can see that the fundamental frequency spans four bit times ( refer to F igure 2.10—D), so a bit
rate of 160 Kbps using 2B1Q would require only 40 KHz of bandwidth. This is why 2B1Q is
the line code off choice for moder technologies like ISDN BRI and HDSL (both discussed in
section 6).
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2-4.6 Manchester Code

The last line code we will consider is the opposite of 2B1Q when considering bandwidth
efficiency. Manchester code (illustrated in Figure 2.10—E) is used in asynchronous
communications over relatively short distances. It is the line code of choice for Local Area
Networks (LANSs) which use asynchronous communications techniques. Because LAN traffic is
bursty (intermittent), a transition rich line code is required for synchronizing with the incoming
digital bit stream in order to recover the information. The advantage to Manchester coding is
that even when there is a long series of one pattern (all Os or all 1s) there are many transitions—
refer to the all Os portion of Figure 2.10—E.

We can also see that the fundamental frequency fits into one bit time. This is because the way
Manchester code works is to provide a transition in the positive direction in the middle of the bit
time to represent a binary 1. A binary 0 is represented by a negative transition in the middle of
the bit time. In order to transition in the proper direction there may be another transition at the
beginning of the bit time. In other words, there are 2 baud per bit using Manchester coding.

rUsing Manchester Code, the minimum required bandwidth for a data stream is equal to the bit rate.

So, in terms of bandwidth Manchester coding is not efficient. A data rate of 10 Mbps using
Manchester coding requires a minimum of 10 MHz of bandwidth.

2-4.7 Summary

We have taken a brief look at several representative lines codes in order to illustrate the basic
relationship of bit rate, bandwidth and baud rate. There are other factors that enter into the
choice of a given line code. We have focused on bandwidth. In the local loop, the number of
bits per Hertz is a key consideration. We will see when we get to the Emerging Technologies
unit of this course (unit 6) that new technologies, such as HDSL take advantage of the low
bandwidth requirements of line codes such as 2B1Q.

It is important to note that line codes are used for the transport of digital information in a
baseband (different DC levels) format. In the next section we will consider the bandwidth

requirements for a modulated signal.

Exercise 2-2 Bandwidth per Bit Rate of Different Line Codes
Determine the bits/baud and minimum bandwidth required for each of the line codes at a given
bit rate.

Line Code Bit Rate Bits per Baud | Minimum Bandwidth
AMI 2.048 Mbps
Polar NRZ 128 Kbps
Manchester 100 Kbps
2B1Q 100 Kbps
Polar NRZ 512 Kbps
Manchester 20 Mbps

AMI 384 Kbps
BSZS 768 Kbps
7BIQ 768 Kbps
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2-5 Basics of Digital Modulation
Modulation is the process of placing an informa signal on a car gnal The

signal can be a set of discrete values, (DC lev 1 ) h s 2B1Q, o usly a:ymg
analog signal. You will often see line codes, such as 2B1Q efe rred 0 as mo l
techniques. In order to avoid confusion, we w1]l only consider digital modulation as he process
of modifying some property of an analog carrier in accordance with a baseband
infrmti p ern. The type of equipment that performs the function of modulation and
demodulat s called a MODEM.
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2-5.2 Amplitude Shift Keying (ASK)

The simplest form of digital modulation varies the amplitude (level) of a carrier in accordance
with binary information. This technique is called Amplitude Shift Keying. Refer to Figure
2.11—B. Notice that the digital bit stream (DC levels) is represented by a carrier that has a
constant frequency and phase relationship, but shifting between two distinct amplitudes. A
binary 1 is represented by a high amplitude and a binary 0 is represented by a low amplitude.

2-5.3 Frequency Shift Keying (FSK)

Figure 2.11—C illustrates how the frequency is changed to represent the binary states. Using
FSK we can see that the amplitude and phase relationship of the carrier remains the same, but
different binary levels are represented by shifting between two distinct carrier frequencies. In
the illustration, a binary one is represented by a high frequency and a binary 0 is represented by a
low frequency.

Frequency Shift Keying was the modulation technique used in the early days of dial-up modems
operating at 300 bps. Since these modems did not allow for greater bit rates over the narrow-
band access line (3.1 KHz), Frequency Shift Keying has been replaced with a more bandwidth
efficient technique--PSK

2-5.4 Phase Shift Keying

The last basic digital modulation technique to be considered is Phase Shift Keying. Refer to
Figure 2.11—D. Notice that the carrier has a constant amplitude and frequency. Binary
information is represented by shifts in the phase relationship from one bit time to the next. In
the example, a change of state in either direction (1 to 0 or 0 to 1) is represented by a 180°
phase shift. This particular form of PSK is referred to as Binary Phase Shift Keying (BPSK).

So far, each technique illustrated has represented one bit for each signaling change (baud).
That 1s why they are called basic modulation techniques. We will now show how we can have
more bits per baud using higher level modulation techniques.

2-5.5 Bandwidth and Baud Rate of a Modulated Carrier

When discussing line codes, we determined that the bandwidth was a function of the baud rate.
This is still the case when considering digital modulation of an analog carrier. The difference is
that instead of 2 baud per Hz as with baseband signals (line codes), the requirement for an AC
component for analog transport means that there must be at least one polarity change per
signaling interval. This means that when modulating an analog carrier with a digital bit
stream, the minimum bandwidth required is equal to the baud rate.
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Figure 2.12 shows a binary bit stream and the BPSK carrier modulated with the binary
information. Notice that during each signaling interval, there is a polarity change in the BPSK
carrier whether or not there is a change in the binary information modulating the carrier.
Remember: An analog medium cannot transport DC levels. Consider transmitting digital
information over the air in the form of DC signal levels. The information won’t get too far. That
is why we need an analog carrier for transporting information over an analog medium. That is
also why there must be at least one polarity change during a signaling interval.
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Figure 2.12 Polarity Reversals per Bit Time of a Carrier

2-5.6 Higher Level Modulation Techniques

Higher level modulation techniques are modulation techniques that are more bandwidth
efficient—provide more bits per baud. These techniques employ a combination of phase and
amplitude changes. The simplest of these techniques is QPSK (Quadrature Phase Shit Keying).
Instead of representing binary values with 180° phase shifts like BPSK does, QPSK uses 90°
phase shifts. This means that in 360° there are four possible phase relationships. Four possible
phase relationships mean that QPSK can represent 2 bits per baud.

Refer to Figure 2.13. We represent both BPSK and QPSK modulation for a given bit stream.
Notice that BPSK will perform a phase shift from one bit time to the next if there is a change.

QPSK will make a phase change over two bit times. So, let’s make a statement regarding QPSK
relative to BPSK:

QPSK requires half of the bandwidth of BPSK for the same data rate.
OR
QPSK can provide twice the data rate as BPSK for the same amount of bandwidth.

Figure 2.13 also introduces a different way of looking at modulation schemes. It is a polar plot.
Just as the amplitude/time plots we have been using to represent modulation techniques, a polar
plot represents both amplitude and phase. A polar plot represents phase changes as a rotation
around the center. Amplitude changes are a function of distance from the center. We use
polar plots to represent higher level modulation techniques because as we increase the number of
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phase and amplitude variations it becomes difficult to use the amplitude/time plots. You can see
that QPSK, with just four different phases, can be represented easier with a polar plot. The polar
plot shows the four possible 2-bit combinations with 90° between them.

The term used for the polar representation of digital modulation schemes is called a
constellation. As we increase the number of bit per baud, use of the term constellation will

become obvious.
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Figure 2.13

Comparing BPSK and QPSK
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Now that you are familiar with the use of a polar plot, let’s take a look at some other high level
modulation techniques. Refer to Figure 2.14. Four constellations of modulation standards are
represented. Notice that 8-PSK only varies in phase, not amplitude. The QAM (Quadrature
Amplitude Modulation) techniques vary in both phase and amplitude. Imagine trying to draw an
amplitude/phase plot for any of these constellations.

We have seen that with QPSK there are four possible phases to represent binary information.
We also know that with binary information, there are 2™ possible ways of representing
information. The N, in this case, is the number of bits per baud. Example: To represent eight
possible combinations of bits would require 3 bits (from 000 to 111). Using 8-PSK we can
represent all eight combinations of 3 bits. So, 8PSK gives us 3 bits per baud. In other words, 23
=8

Consider 16-QAM. There are sixteen possible combinations of phase and amplitude. Two
raised to the power of four equals sixteen. So, 16-QAM can represent four bits per baud.

8-PSK 16-QAM
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Figure 2.14 Some High Level Constellations

Exercise 2-3 Bandwidth per Bit Rate of Different Modulation Techniques
Determine the bit/baud and minimum bandwidth required for each of the modulation techniques

at a given bit rate.

Modulation Bit Rate | Bits per Baud | Minimum Bandwidth
Technique

QPSK 2.048 Mbps

32-QAM 128 Kbps

BPSK 64 Kbps

8-PSK 7.2 Kbps

64-QAM 28.8 Kbps

256-QAM 19.2 Kbps
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Unit 2 Summary

Multiplexing is a technique that combines many users together for transport over a single
medium.

There are two basic types of multiplexing: Frequency Division Multiplexing (FDM) and
Time Division Multiplexing (TDM).

A type of equipment that switches individual time slots between its ports is a Digital Cross-
connect Switch (DCS).

In order to transport digital information and recover it at the receiver, there must be a
correlation between the transmitted (TX) timing of the information and the receive (RX)
timing of the information.

Synchronous timing means that the TX timing and the RX timing are generated by the same
source.

Asynchronous timing means that the TX timing and the RX timing are generated
independently.

Plesiochronous timing means that the TX timing and the RX timing are generated
independently by highly stable sources.

At baseband, the minimum bandwidth of a channel is equal to half of the signaling rate (baud
rate) of the channel.

The bit rate of a channel is a statement of the information rate of the channel.

The line code used for the transport of information determines the bandwidth requirement for
a given bit rate.

Some line codes can provide more than one bit per baud, increasing bandwidth efficiency.
Modulation is a process of modifying a characteristic of a carrier frequency with information.
There are several ways to modify a carrier frequency to represent information.

Amplitude Shift Keying (ASK) modifies the amplitude of a carrier to represent information.
Frequency Shift Keying (FSK) modifies the frequency of a carrier to represent information.

Phase Shift Keying (PSK) modifies the phase relationship of a carrier to represent
information.

Quadrature Amplitude Modulation (QAM) modifies a combination of phase and amplitude
of a carrier to represent information.

The purpose of this unit is to provide a general understanding of the subject areas
addressed. For more information on the topics covered in this unit, refer to the
Web sites and reference books listed in the Study Guide for the Digital
Communications and Computer Literacy Test.
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ANSWERS TO UNIT 2 EXERCISES

Exercise 2-1 Making a Square Wave
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Exercise 2-2 Bandwidth per Bit Rate of Different Line Codes
Line Code Bit Rate Bits per Baud | Minimum Bandwidth
AMI 2.048 Mbps 1 1.024 MHz
Polar NRZ 128 Kbps 1 64 KHz
Manchester 100 Kbps 5 100 KHz
2B1Q 100 Kbps 2 25 KHz
Polar NRZ 512 Kbps 1 256 KHz
Manchester 20 Mbps 5 20 KHz
AMI 384 Kbps 1 192 KHz
B8ZS 768 Kbps 1 384 KHz
2B1Q 768 Kbps 2 192 KHz
Exercise 2-3 Bandwidth per Bit Rate of Different Modulation Techniques

Modulation Bit Rate | Bits per Baud | Minimum Bandwidth
Technique
PSK 2.048 Mbps 2 1.024 MHz

32-QAM 128 Kbps 5 25.6 KHz

BPSK 64 Kbps 1 64 KHz

8-PSK 7.2 Kbps 3 24 KHz

64-QAM 28.8 Kbps 6 4.8 KHz

256-QAM 19.2 Kbps 8 2.4 KHz
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